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Martensitic transformations in nonferrous shape memory alloys
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Abstract

In the present paper, the important developments on martensitic transformations in non-ferrous shape memory alloys within
nearly 10 years are critically reviewed. Since the alloys include not only noble-metal alloys but also Ti–Ni based alloys, the field
is very wide both in contents and in the kind of alloys. We tried to describe items with uniformity, which are common to all alloys,
but specific items were also discussed when they are important. Special attention was paid to similarity and dissimilarity among
alloys to highlight key points on the issues concerned. The topics include the following: (1) phase diagrams, (2) crystal structures
of martensites, (3) crystallography of martensitic transformations, (4) R-phase transformation, (5) pre-transformation phenomena
and origin of martensitic transformation, (6) martensite aging and rubber-like behavior, (7) martensite and deformation. © 1999
Elsevier Science S.A. All rights reserved.
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1. Introduction

The subjects, that the present authors were given,
include not only noble metal-based alloys but also
Ti–Ni based alloys. Thus, these include nearly all shape
memory alloys (SMA), except for ferrous ones, and it is
difficult to discuss them all within limited pages. For
this reason, we confine ourselves to the studies, in
which substantial progress has been made in nearly the
last 10 years. Because of the diversity of the subjects
covered, we pick up rather general problems mostly,
but we also pick up some specific ones, in case the
specific one is related to an important general problem.
In reviewing the above issues, we specifically pay atten-
tion to similarity and dissimilarity among alloys, by
which the characteristics of each behavior will be
clarified.

2. Phase diagrams

The phase diagram is a basis to understand all kinds
of phase transformations including martensitic ones. It
is also vitally important to control the microstructure

of an alloy, by which physical properties of the alloy
are improved. In the present section, we introduce two
phase diagrams of Ti–Ni and Ni–Al alloy systems,
both of which were controversial for many years, and
were finally determined fairly recently. The former is
important, because the phase diagram is actively uti-
lized to improve the shape memory (SM) characteristics
of the important shape memory alloys (SMA), while
the latter is important, because the Ni5Al3 phase ap-
pearing in the alloy system suppresses the reverse trans-
formation of the Ni–Al alloy, leading to the
annihilation of the shape memory effect (SME) in the
alloy, as will be explained in detail later.

Fig. 1 is a recent phase diagram by Massalski et al.
[1], which is slightly modified by the present authors, as
will be explained later. In the phase diagram our inter-
ests are restricted in the central region bounded by
Ti2Ni and TiNi3 phase, including the TiNi phase, which
transforms martensitically from B2 to B19%. The first
dispute on the phase diagram started between Duez and
Taylor [2], and Margolin et al. [3]. Duez and Taylor
reported the eutectoid decomposition of TiNi into
Ti2Ni and TiNi3 at around 650°C, and Margolin et al.
denied the decomposition and asserted a wide solubility
limit of TiNi down to ambient temperature. Then,
Poole and Hume-Rothery [4] made a thorough exami-
nation of the phase diagram. They found that the
solubility limit on Ti-rich side is nearly vertical, while
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that on Ni-rich side decreases quickly with decreasing
temperature, supporting the eutectoid decomposition at
650°C by Duez and Taylor. In 1971, Wasilenski et al.
[5] found a new phase Ti2Ni3 between TiNi and TiNi3,

and proposed a peritectoid reaction at 625°C. However,
this peritectoid reaction has never been confirmed.
Meanwhile, Koskimaki et al.[6] found the ‘X-phase’,
which is now known as Ti3Ni4 phase, and they claimed
that the X-phase is an intermediate phase prior to the
eutectoid decomposition into Ti2Ni and TiNi3. Thus,
the understanding of the phase diagram was chaotic by
that time.

A unified understanding came thereafter by an exten-
sive study by Nishida et al.[7], who utilized metallogra-
phy, electron microscopy and EDS (Energy Dispersive
X-ray Spectroscopy). By making detailed TTT dia-
grams, they showed that the TiNi3 phase is an equi-
librium phase, while both Ti3Ni4 and Ti2Ni3 phases are
intermediate ones toward TiNi3, which appear in the
following order with aging time:

Ti3Ni4�Ti2Ni3�TiNi3

Thus, the eutectoid decomposition was denied, and the
phase diagram in the present system was established. In
Fig. 1, the dotted line at 630°C indicating the eutectoid
decomposition, which is present in the original phase
diagram by Massalski et al. is deleted, following the
above work. The order-disorder transition temperature
at 1090°C [8] is also added by a dotted line in the
figure. The composition of the X-phase, and the struc-

Fig. 2. Phase diagram of Ni–Al alloy by Okamoto [17].

ture of the Ti3Ni4 phase were controversial for many
years, but they had been solved [9–11]. The structure
belongs to space group R3( with a rhombohedral unit
cell. See original papers for details [10,11].

This phase diagram is now extensively used to im-
prove SM characteristics of this most important SMA.
For example, on the Ni-rich side the finely dispersed
Ti3Ni4 precipitates are known to be very effective to
improve SM and superelastic (SE) characteristics
[12,13]. They are also used to realize the R-phase
transformation, which is very useful for actuator appli-
cations of SMA with a very small temperature hys-
teresis (1–2 K) [14]. The presence of the aligned
precipitates is also responsible for the realization of the
all round shape memory effect [15]. On the other hand,
precipitation hardening by the Ti2Ni phase can not be
used on the Ti-rich side in bulk materials, because the
solubility limit is almost vertical on the Ti-rich side.
However, in sputter-deposited films, in which the B2
parent phase is produced through an amorphous state
followed by crystallization, precipitation hardening of
Ti2Ni phase can be utilized, since any amount of Ti can
be soluble in the amorphous state. This will be dis-
cussed in detail in this conference [16].

We now discuss the phase diagram of the Ni–Al
alloy system. Fig. 2 is a most recent phase diagram by
Okamoto [17]. Again we are interested only in the
central region of NiAl, which transforms martensiti-
cally from B2�3R (2M) or 7R (14M). Our crucial
concern is on the Ni5Al3 phase. This phase was first
found by Enami and Nenno in 1978 [18], as a product,
when a 3R (2M) martensite was heated. Since this
phase was observed invariably through 3R (2M)
martensite after a certain period [18–20], whether the
phase is an equilibrium one or not was controversial
[21,22]. However, it was later confirmed that 3R
martensite plus B2 NiAl microstructure in the as-
quenched state transformed nearly completely to the

Fig. 1. Phase diagram of Ti–Ni alloy by Massalski et al. [1] The
original phase diagram is slightly modified such that a dotted line at
630°C for eutectoid decomposition is deleted and a dotted line is
added at 1090°C for order–disorder transition for Ti–Ni. See text for
more details.
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Ni5Al3 phase upon aging at 823 K for 720 h [23]. Thus,
it is now confirmed to be an equilibrium phase. The
structure of the Ni5Al3 phase is of the Pt5Ga3-type with
an orthorhombic unit cell [18,19].

The transformation from the martensite to the Ni5Al3
phase is a diffusion-controlled transformation [18–23].
Thus, when the Af temperature (reverse transformation
finish temperature) is low, the presence of the Ni5Al3
phase is not a problem for the reverse transformation
nor for the SME. In the case of the Ni–Al alloy system,
the structure of the martensite changes from 3R (2M)
to 7R (14M) around the composition of Ni–37at%Al.
For Al]37%, the structure of martensite is 7R (14M),
and Af becomes depressed below room temperature,
while for Al537%, the structure of martensite is 3R
(2M), and Af increases with decreasing Al content [24].
Thus, for low Al content AlB36%, the reverse trans-
formation is suppressed greatly, and we can not expect
a good SME, because the reordering (decomposition)
from the martensite to the Ni5Al3 phase occurs so easily
[21,22]. The problem discussed above is very similar to
the decomposition problem in Cu-based SMA. How-
ever, it will be more severe than the latter, since the
reordering of the martensite to Ni5Al3 occurs so easily
at high temperature.

3. Crystal structures of martensites

To know the crystal structure of a martensite is a first
step toward understanding the mechanism of the
martensitic transformation. Strictly speaking, however,
what is required in the phenomenological theoretical
calculation are lattice parameters and the lattice corre-
spondence between parent and martensite, and exact
atom positions are not required, since small shuffles are
considered not to contribute to the shape strain. How-
ever, in the electron band structure calculation of
martensite, which is a new trend in the research of
martensitic transformations, an accurate structure of
martensite is indispensable. In fact a correct band struc-
ture of martensite can not be obtained unless accurate
atomic parameters are used. Since martensites usually
appear in a self-accommodating manner, a single crys-
tal of martensite is not usually obtained. However, by
utilizing the stress-induced martensitic transformation
technique, it is now possible to make such single crys-
tals. Thus, in this section we first introduce the struc-
tures of martensites accurately determined by a X-ray
four-circle diffractometer and the least squares analysis.

In Au–Cd alloys two types of martensites appear
depending upon Cd content: g2% (B19) martensite ap-
pears near Au–47.5% Cd, while z2% martensite appears
near Au–50.0% Cd. The structure of the g2% martensite
with an orthorhombic unit cell was determined by
O8 lander [25], and was later refined by Ohba et al. [26]

See the original paper for detailed atomic parameters.
The structure of the z2% martensite was unsolved for over
50 years, but finally it was solved by the same authors
by the same technique [27]. Surprisingly, the space
group is P3, which has no center of symmetry. They
further showed by numerical simulation that the struc-
ture can be made by the superposition of the following
three transverse displacement waves and their higher
harmonics.
1
3�011��01( 1�+1

3�1( 01��101�+1
3�110��11( 0�

From this mechanism, phonon softening is expected at
the 1/3 position of the �110� TA2 branch of the
phonon–dispersion curve. This phonon softening was
actually observed later by neutron inelastic scattering
measurements [28].

We now discuss the structures of martensites in Ti–
Ni or Ti–Ni–X (X=Cu or Fe etc.) alloy systems.
Three types of structures appear depending upon com-
position. Among these, the most common one is a
monoclinic (B19%) martensite, which is observed in Ti–
Ni binary alloys and in most of the ternary alloys. The
second one is the so-called R-phase, which appears in
Ti–Ni–Fe and in aged or thermomechanically treated
Ni-rich binary Ti–Ni alloys. Since the R-phase trans-
formation occurs prior to the onset of the monoclinic
martensite transformation, the former was often called
a pre-martensitic transformation, but it is well estab-
lished that the R-phase transformation is a martensitic
transformation, which competes with the monoclinic
martensitic transformation. The third one is an or-
thorhombic martensite (B19), which appears in Ti–
(50−x)Ni–xCu (x`7.5) alloy. Since the accurate
structures of the monoclinic martensite and the R-phase
were determined, we discuss the first two in the
following.

It took a long time until the structure of the mono-
clinic martensite was determined accurately by Kudoh
et al. [29] after the first discovery of the phase by Purdy
and Parr [30]. See Ref. [29] for historical developments
[31–34]. The space group is P21/m with a monoclinic
unit cell. The accurate atomic parameters and lattice
parameters are given in the original paper. This struc-
ture is quite unique, because the structure is not ob-
served in any alloy other than Ti–Ni based alloys,
although most of the b-phase alloys with a B2 ordered
structure in parent usually transform into long period
stacking order structures. This uniqueness is related
with temperature dependence of elastic constants in
these alloys, as will be discussed in Section 6.2.

The structure of the R-phase in Ti–Ni based alloys
have also been controversial for many years after the
first finding of the phase by Dautovich and Purdy in
1965 [35]. The R-phase is also related with a delicate
problem of a pre-transformation behavior, but this will
be discussed in Section 5, and only the structure will be
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discussed in this section. Vatanayon and Hehemann
[36] were the first who noted the similarity of the
structure of the R-phase and that of the z2% phase in
Au–Cd discussed above, since both electron diffraction
patterns were similar. Thus, they suggested P3( 1m as a
possible space group. Then, Goo and Sinclair [37]
studied the structure by CBED (convergent beam elec-
tron diffraction) technique, and reported that the space
group is P3( 1m, but they did not determine the atomic
parameters. Very recently Hara et al. [38] finally deter-
mined the structure. The space group they reported is
P3 instead of P3( 1m, and the atomic parameters were
determined with R-factor (reliability factor) Rwp=
8.19%. We will introduce their analysis briefly in the
following. Since the structure of the z2% phase in Au–Cd
was determined to be P3 as discussed above, P3 is also
another possible candidate for the space group of the
R-phase. Thus, they took both P3( 1m and P3 into
considerations as possible space group candidate, and
carried out very careful analysis by combining various
techniques such as electron diffraction (with static and
dynamic analysis), CBED and X-ray powder diffraction
with Pawly analysis and Rietveld analysis. Although
the difference between P3 and P3( 1m was much smaller
for the R-phase compared with that for the z2% Au–Cd
martensite, the results of the careful analysis all favored
space group P3, and the atomic parameters were deter-
mined by the Rietveld analysis. The distinction between
P3 and P3( 1m lies in that although the atomic coordi-
nates x and y of the (3d) site are close to the mirror
plane of P3( 1m, the atomic coordinates z are not close
to the mirror plane of P3( 1m. In the case of z2% Au–Cd
martensite this deviation in z is large, while in the
R-phase it is small, and this difference made it difficult
to distinguish P3 and P3( 1m. The structure of the R-
phase finally obtained is shown in Fig. 3. See the
original paper for the details of the atomic parameters
and lattice parameters etc. Since the true structure is
not rhombohedral but trigonal, the term R-phase is not
adequate, and the term T-phase is more appropriate.
However, to change the terminology may be confusing.

4. Crystallography of martensitic transformations

The crystallography of martensitic transformations
(MT) was extensively reviewed in ICOMAT-89 from
phenomenological theoretical point of view [39]. It was
shown that the theory and experiment agree well in
most cases, if we choose the lattice invariant shear
(Type I twinning or Type II twinning) correctly. We
will introduce the development thereafter briefly in this
section. The remaining two problems were the B2–z2%
transformation in Au–Cd and the {225} transforma-
tion in ferrous alloys. Among these the former one was
solved, leaving the latter. The essential problem in the

B2–z2% transformation was whether the lattice invariant
shear is present or not in this transformation, since
Tadaki et al. [40] reported that there is no lattice
invariant shear, while other researchers like Ledbetter
and Wayman [41] assumed or reported {011} twinning.
However, according to our recent works [42,43], both
were correct, as will be explained later, i.e. two types of
transformations with or without lattice invariant shear
are possible in the alloy system, since the transforma-
tion strains are so small in the present alloy system.
First we will introduce the result of comparison be-
tween theory and experiment in Fig. 4, which was
carried out for stress-induced MT above Ms (martensite
start) temperature. In this case, the lattice invariant
shear was invariably present, but it was {001} twinning
instead of {011} twinning as Ledbetter et al. reported
previously. In Fig. 4 the habit plane (p1) and twin plane
(K1) are plotted in a reduced form in a unit stereo-
graphic triangle, but they and their orientation relation-
ships were consistent with theory in all respects. Thus,
we can conclude that theory and experiment agreed
well in the present transformation. The difference be-
tween the calculated habit plane by us and that by
Ledbetter and Wayman is due to the difference in the
used lattice parameters. Since the transformation strain
in the present transformation is so small, the accuracy
in lattice parameters greatly affects the calculated habit
plane. In our case the lattice parameters of parent and
martensite were accurately measured at 306 and 303 K,

Fig. 3. Structure of the R-phase (space group P3) [38].
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Fig. 4. Comparison between theory and experiment for B2–z2% trans-
formation in Au–49.5Cd alloy [43]. p1 and K1 represent habit plane
and twin plane respectively. A, C, L represent K1 plane reported by
Ahmed, Chen and Ledbetter, respectively.

Fig. 5. (a) A typical optical micrograph of two distinct morphologies
of the z2% martensite in Au–49.5Cd alloy: (A) ‘roof’ type and (B)
‘herring-bone’ type [42]. (b) and (c) Results of the crystallographic
analysis of the two self-accommodating morphologies for (b) ‘roof’
type and (c) ‘herring-bone’ type. The numbers such as 3–4 (+ ) etc.
in (b) represent habit plane variants, while those in (c) correspon-
dence variants [42].

respectively, the difference in temperature being only 3
K apart. The K1 planes were invariably {001}, although
{011} planes are also possible twinning planes from a
theoretical point of view, since both are mirror planes
in the parent phase.

We now discuss the self-accommodation of the above
martensite. From an optical micrograph of Fig. 5(a),
we can observe two types of morphologies (A) and (B).
We call the former ‘roof’ type and the latter ‘herring-
bone’ type. The essential difference between the two lies
in that {001} twinning as a lattice invariant shear are
present in the ‘roof’ type, while lattice invariant shear is
absent in the ‘herring-bone’ type. These self-accommo-
dations were analyzed quantitatively as shown in Fig.
5(b, c), using the shape strain matrix and the deforma-
tion matrix respectively. The ‘roof’ type morphology
consists of four habit plane variants as shown, while the
‘herring-bone’ type morphology consists of four corre-
spondence variants as shown. As a result of the calcula-
tions, both types of self-accommodations were shown
to release strains due to the formation of one variant
efficiently. In another words, in the present transforma-
tion the transformation strains are so small, that two
types of transformations with and without lattice in-
variant shear are possible. Thus, the discrepancy be-
tween Ledbetter and Wayman, and Tadaki et al. were
rationalized. As discussed in Section 3, the structure of
the z2% martensite and the R-phase in Ti–Ni based
alloys are essentially the same. Thus, the self-accommo-
dation is expected to be the same in the two alloys. In
fact, the self-accommodation in Fig. 5(c) is the same as
that of the R-phase previously reported by Fukuda et
al. [44] However, the ‘roof-type’ morphology has not
been found in the R-phase, although the reason is not
known as yet.

Saburi et al. [45] made a systematic work on the
self-accommodation of martensites in b-phase alloys,
which transforms from ordered BCC to long period
stacking order structures. They showed that four habit
plane variants around �011�B2 or DO3 pole make a self-
accommodating group such that the strains created by
each variant upon transformation cancel each other.

Fig. 6. Scheme of the basic morphology of self-accommodation for
(a) the diamond morphology and (b) the parallelogram morphology
[24]. See text for details.
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Fig. 7. HRTEM micrograph of Type II twin boundary in Cu–Al–Ni martensite, beam // h1 twinning shear direction [48]. See text for details.

Thus, they proposed Fig. 6(a) as a basic morphology of
self-accommodation. Murakami et al. [24] carried out a
similar analysis for the B2–7R (14M) transformation in
a Ni–Al alloy thereafter, and obtained the similar
result with respect to the combination of the four
variants. However, they found that the basic morphol-
ogy of self-accommodation is not like Fig. 6(a) but like
Fig. 6(b), because the introduction of compound twin
does not accommodate strains, while both Type I twin
and Type II twin accommodate strains effectively. The
basic morphology of Fig. 6(b) applies not only for 7R
(14M) martensite but also for other martensites such as
3R (2M) and 9R (6M) etc.

As discussed earlier, Type II twinning becomes a
lattice invariant shear in some alloys such as Ti–Ni,
Cu–Al–Ni, Cu–Sn etc. Since Type II twins have irra-
tional twin boundary, the physical meaning of the
irrational boundary is a big problem. Christian-Crocker
[46] and Knowles [47] proposed that an irrational
boundary consists of rational ledges and steps, the
average being irrational. Furthermore, Knowles pre-
sented a HRTEM (high resolution transmission elec-
tron microscopy) micrograph of the irrational
boundary in Ti–Ni alloy, as if consisting of rational
ledges and steps. However, the micrograph was taken
in non-edge-on condition, since the edge-on condition
for an irrational boundary is unique in Type II twin-
ning, i.e. h1 (twinning shear direction) direction. There-
after, Hara et al. [48,49] carried out a careful study to
observe �111� Type II twin boundary in a Cu–Al–Ni
alloy by HRTEM, but they could not observe ledges
nor steps even in the unique h1 direction. One typical
example in edge-on condition is shown in Fig. 7. The
characteristics of the boundary is that the boundary is
always associated with dark strain contrast, and the
lattice is continuous through the irrational boundary.
Nishida et al. [50] also made extensive studies on the
�011� Type II twin boundary in Ti–Ni by HRTEM,
but they did not observe ledges nor steps either. Based
on these experimental results, it is most likely that Type

II twin boundary are irrational even on a microscopic
scale, and the strains at the boundary is elastically
relaxed with wide twin widths, thus leaving a strain
contrast as in Fig. 7. To confirm this interpretation,
Hara et al. [49] carried out computer simulation by
molecular dynamics method, with the initial condition
of twin boundary, which consists of ledges and steps,
and are in Type II twin orientation to each other. Then,
the result of simulation was found to have ended up
with irrational twin boundary without ledges or steps.
Thus, the above interpretation for an irrational twin
boundary was justified.

5. R-phase transformation

The R-phase transformation in Ti–Ni–Fe alloys or
in thermally treated Ti–Ni alloys attracted much atten-
tion until recently, because of the curious transforma-
tion behavior and actuator applications due to a very
small temperature hysteresis. Thus, many researches
have been done (See Ref. [51,52] for historical develop-
ments.), but most extensive and intensive among these
are those by Salamon-Wayman’s group [51,53–56],
who utilized various techniques such as neutron and
X-ray diffraction, neutron inelastic scattering, TEM,
electrical resistivity, magnetic susceptivility and specific
heat etc. As a result, they found by neutron diffraction
that the superlattice reflections appear at an incommen-
surate position first, and the incommensurability de-
creases with decreasing temperature until it locks-in to
a commensurate phase (i.e. R-phase) at a lower temper-
ature [53,55]. Accompanying with this is a change in the
a angle (rhombohedral angle) with lowering tempera-
ture, which starts from 90° in the parent phase [53,57].
They claim that the change in the a angle coincides
with the above lock-in temperature [53]. They also
found a phonon softening at 1/3 �110��11( 0� TA2

branch [56]. Based on these results, they ascribed the
transformation due to the formation of charge density
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waves (CDW) [51,55]. On the other hand, Shapiro et al.
[54] made a detailed study on the incommensurate state
by the X-ray diffraction technique using a linear posi-
tion sensitive detector, and reported that the incom-
mensurate displacement in reciprocal space is not
regular nor periodic. Thus, they denied the interpreta-
tion by CDW. This peculiar incommensurability is not
understood well, although there is a 1-dimensional
model called the ‘Modulated Lattice Relaxation’ model
by Yamada [58].

Thus, the present status of understanding the R-
phase transformation may be summarized as follows
[51,53]. It occurs in two stages from B2 to incommensu-
rate(I) to commensurate(C). The temperature Tr where
the incommensurate superlattice reflections start to ap-
pear coincides with that where the restivity (r) starts to
rize or the magnetic susceptibility (x) starts to change.
The lock-in temperature, TI, from incommensurate to
commensurate coincides with the temperature where
dr/dT or dx/dT becomes maximum. The lattice distor-
tion is absent (i.e. a=90°) between TI and Tr, even
though superlattice reflections are present. The temper-
ature difference between TI and Tr in the case of
Ti–46.8Ni–3.2Fe single crystal is 8 K. The transforma-
tion from B2 to I is considered to be 2nd order and to
be hysteresis free. At Tr, R-phase domains appear as a
result of the introduction of the lattice distortion due to
lock-in. With decreasing temperature below Tr, the

lattice distortions increase, because the a angle de-
creases further away from 90°.

Meanwhile, Saburi et al. [44,59] made a qualitative
study on the R-phase transformation by electron mi-
croscopy observations of a Ti–48Ni–2Al alloy by beam
heating. They observed that the R-phase nucleates from
lattice defects such as dislocations and grow in a cool-
ing process. Thus, they claimed that the transformation
is first order. They also reported that the specimen is in
a diffuse incommensurate state above the temperature,
where the resistivity starts to increase.

More recently Tamiya et al. [52] carried out a de-
tailed study by in situ electron microscopy observations
with a cooling stage and imaging plates (IP). First they
measured the resistance vs. temperature curve very
accurately. Although the temperature hysteresis was as
small as 0.7 K, the temperature hysteresis was present
from the starting temperature of resistance increase (Rs)
upon cooling. This means that the transformation is 1st
order throughout the process. They also observed that
parent (P) and R-phase (R) coexist in the temperature
range between Rs and Rf (finish temperature of rapid
resistance increase), as shown in Fig. 8. This is a clear
manifestation that the transformation is first order,
being consistent with Saburi’s report. Then they mea-
sured accurately the distance between superlattice spots
by using ‘image gauge’ etc. on a computer, and they
concluded that within experimental errors the R-phase

Fig. 8. In situ observations of the R-phase transformation upon cooling. Electron diffraction patterns were taken from the encircled regions in
the corresponding micrograph. The letters ‘P’ and ‘R’ represent parent phase and R-phase respectively, as confirmed by the corresponding
diffraction patterns [52].
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is in commensurate state from the beginning. This
means that there is no incommensurate state at temper-
atures below Rs. In Fig. 8(C1%–P) we can hardly see
superlattice reflections. However, by using a new ‘en-
ergy filter’ technique, a diffuse and incommensurate
superlattice reflections were observed. These diffuse su-
perlattice reflections were observed at temperatures
above Rs as well. The diffuseness assessed by FWHM
(full width at half maxim) was one order of magnitude
higher than that of the commensurate R-phase. These
observations deny the above view by Salamon and
Wayman, which has been accepted until recently.

From these recent studies it seems now clear that the
R-phase transformation is 1st order throughout, and
the region between Rs and Rf characterized by a tem-
perature hysteresis simply represents a two-phase region
consisting of parent and R-phase. Furthermore, diffuse
incommensurate superlattice reflections are present in
the parent phase at temperatures well above Rs [60,61],
although we still do not know what these diffuse super-
lattice reflections represent. We will show in the follow-
ing that the present view is very similar to that of the
B2–z2% transformation in Au–Cd.

The B2–z2% martensitic transformation in Au–Cd is
also associated with a sharp increase of resistivity upon
cooling with a small temperature hysteresis 1–2 K. It is
quite clear that the narrow temperature region with the
hysteresis represents a two-phase region of parent and
martensite [40,42]. Besides, Noda et al. [62] reported
that at temperatures above Ms diffuse superlattice
reflections are present at around 1/3�110�* position in
reciprocal space, which are incommensurate and non-
periodic. Thus, the transformation behavior in this
alloy is very similar to the R-phase transformation.
However, there is another report stating that the diffuse
superlattice reflections are commensurate and time-de-
pendent [63]. Thus, more careful and detailed studies
are required for these very peculiar transformations in
the above two alloys.

6. Pre-transformation phenomena and the origin of the
martensitic transformation

The pre-transformation phenomenon is an important
issue in martensitic transformation, because it is closely
related to the origin of MT and to a better understand-
ing of martensite structure. However, it is also the most
challenging and most controversial issue in MT. Below
we start with a general description of pre-transforma-
tion phenomena in the whole spectrum of MT from
2nd order, weakly 1st order to strongly 1st order, and
highlight the problems unsolved, then introduce some
recent progress in understanding pre-transformation
phenomena in shape memory Ti–Ni and b-phase al-
loys. Finally, we briefly discuss the origin of MT from
a viewpoint of lattice dynamics.

6.1. Pre-martensitic phenomena in the whole spectrum
of martensitic transformations, from 2nd order, weakly
1st order, moderately 1st order, to strongly 1st order

MT can be either of second order or of first order
although the latter is dominant. In fact, there is a
continuous spectrum of MTs from 2nd order, weakly
1st order, moderately 1st order, to strongly 1st order,
which depends on the magnitude of transformation
strain or volume change to be zero, near-zero, moder-
ate, or large. We can see there seems to exist an
interesting correlation between this continuous spec-
trum of transformations and corresponding precursor
phenomena.

2nd order transformations (e.g. A15 compounds and
some inorganic compounds) exhibit complete lattice
softening (c %=0 or zero phonon energy) at the trans-
formation temperature [64,65]. Weakly 1st order trans-
formation (e.g. In–Tl) behaves very similar to 2nd
order transformation in many aspects, including a near-
zero elastic or phonon softening [66]. Shape memory
alloys undergo moderately 1st order transformations.
They exhibit incomplete lattice softening and moderate
temperature dependence [67]. Strongly 1st order trans-
formations seem to exhibit weaker lattice softening with
weaker or little temperature dependence. Ferrous alloys
and alkali metals belong to this group, and in particular
the latter appear to exhibit little anomaly prior to MT
(the TA2�110� phonon branch, although soft, has little
temperature dependence and has no dip [68,69]). There-
fore, it seems to exist a continuous spectrum of precur-
sor phenomena: with the gradual change of the MT
from 2nd order to strongly 1st order, the extent of
precursory lattice softening seems to decrease and be-
comes less temperature dependent. However, present
available theories can explain only part of the spec-
trum. Soft-mode theory successfully explained 2nd or-
der MTs [70], but is not applicable to 1st order MTs
where mode softening is incomplete or non-existent. On
the other hand, a theory by Krumhansl and Gooding
[71] explained the main features of 1st order MT in-
cluding incomplete lattice softening by considering the
important role of anharmonicity, and suggested that
anharmonicity is the driving force of 1st order MT.
However, they also pointed out that weakly 1st order
MT is still a challenging problem to be solved because
it behaves very similar to 2nd order MT. Above all, it
is important but rather challenging to understand the
whole spectrum of precursor phenomena.

6.2. Pre-transformation softening in Ti–Ni (including
Ti–Ni–based alloys) and origin of the B19 % martensite

Martensite structures of most shape memory alloys
(ordered bcc) can be viewed as different stacking of
{110} planes (here we call basal plane) of the parent
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Fig. 9. Structural relationship among cubic parent phase (B2) and
two kinds of martensites B19 and B19%. (a) the parent phase B2 cells
with a fct cell outlined; (b) orthorhombic martensite B19, formed by
shear/shuffle of the basal plane (110)B2 along [11( 0] direction; (c)
monoclinic B19% martensite of Ti–Ni, formed by a non-basal shear
(001) [11( 0]B2 to the B19 structure [73].

fact, it has been known for a long time that elastic
softening in Ti–Ni exhibits an anomalously low an-
isotropy factor A=c44/c % (:2) as a result of low-lying
and softening c44 [74] as shown in Fig. 10, in sharp
contrast to any other martensitic alloys. However, the
correlation between this unique behavior and the
unique B2–B19% transformation was not exploited.
From the above view, it becomes clear that the soften-
ing in c44 is a necessary step to introduce the non-basal
shear {001}�11( 0� into the martensite, and the incorpo-
ration of this non-basal shear into MT is realized
through its coupling with the basal shear/shuffle strain
mode. The coupling between the basal shear and
{001}�11( 0� non-basal shear can be seen from the de-
creasing anisotropy c44/c % towards MT for Ti–Ni,
which transforms from B2 into B19%, as shown in Fig.
10(b). This behavior has never been found in other
shape memory alloys transforming into basal plane
martensite structures.

According to the above idea, we can deduce that if
the coupling between basal shear and the non-basal
shear is weakened by alloying, the non-basal shear will
not be incorporated into the transformation and the
resultant martensite structure does not contain the non-
basal shear. To verify this prediction, we measured
elastic constants of Ti–30Ni–20Cu alloy [75,76], and

Fig. 10. A comparison of the temperature dependence of elastic
constant c % and c44 (a), and anisotropy factor A=c44/c % (b) between
Ti–Ni alloy [74] and Ti–30Ni–20Cu alloy [75,76] above martensitic
transformation temperature [73].

phase by {110}�11( 0� shear/shuffle, such as 2H (B19),
3R, 6R, 7R, 9R and 18R. The formation of such
martensites is in agreement with Zener’s idea [72] and
its modern version (lattice softening) that bcc structure
is unstable with respect to {110}�11( 0� shear/shuffle, as
manifested by the softening in c% and related TA2

phonon mode. However, the B19% martensite of Ti–Ni-
based alloys possesses a unique monoclinic structure,
which can be viewed as a conventional basal structure
B19 being distorted by a non-basal shear {001}�11( 0�
(Fig. 9) [32,73]. It is puzzling why a non-basal shear is
produced, and obviously this fact cannot find an an-
swer in the conventional basal shear/shuffle theory.

A key to understanding the origin of the non-basal
shear in B19% martensite was proposed recently by Ren
and Otsuka [73]. They noticed that the elastic constant
associated with this non-basal shear is c44 (c44 also
represents {001}�100� shear resistance by definition). If
this non-basal shear mode is softened enough and
couples with the basal shear/shuffle mode, the resultant
martensite will incorporate both basal shear/shuffle and
this non-basal shear, leading to the B19% structure. In
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found that its elastic anisotropy exhibits an increase
with approaching MT as shown in Fig. 10(b), in con-
trast to Ti–Ni, although both alloys exhibit softening
in c % and c44. This indicates a weakened coupling be-
tween basal shear and the non-basal shear. The result
of this weakening in coupling is well known: Ti–30Ni–
20Cu alloy transforms from B2 into a basal structure
B19 without the non-basal monoclinic shear [77]. Thus
this result gives a strong support to the above view. An
important conclusion we can draw from understanding
the B2–B19% transformation is that MT as a whole can
include a non-basal strain mode, as long as such a
mode has a strong coupling with the basal strain mode,
and conventional basal strain picture of MT is not
generally valid.

The Ti–Ni-based alloy has also been known to trans-
form into a different martensite called R phase under
certain conditions (which has been frequently mistaken
for a precursor of B19% martensite). Now we know that
B2–R is also a 1st order MT, and R–B19% is a marten-
site-to-martensite transformation. Section 6.1 gave a
detailed discussion on R-phase transformation.

6.3. Pre-transformation phenomena in b-phase alloys

Precursor phenomena in b-phase shape memory al-
loys have been studied for a long time using various
methods [78]. These alloys can be classified as undergo-
ing moderately 1st order MT with transformation
strain of one to several percent. Even within this class
of MT, we can still see the variation of the precursory
lattice softening with transformation strain (which rep-
resents the ‘strength’ of 1st order transformation). For
example, the B2–z2% transformation of equiatomic Au–
Cd involves very small transformation strain (:0.8%),
and recent neutron inelastic scattering measurement of
its phonon–dispersion curve by Ohba et al [28] indeed
revealed a fairly strong softening of 1/3B110\�11( 0�
phonon mode, which is directly related to the marten-
site structure. This result is similar to that for another
weak MT: B2–R transformation of Ti–Ni–Fe (trans-
formation strain �1%) [56]. On the other hand,
‘harder’ MTs in Cu-based alloys (e.g. Cu–Zn–Al [79],
Cu–Al–Ni [80,81], Cu–Al–Be [82]) seem to exhibit
only a relatively weak softening in B110\�11( 0�
phonon branch with only a very shallow dip around
1/3B110\�11( 0� and with a small temperature depen-
dence, and the relation between the softening phonon
and martensite structure is not evident. It is interesting
to note that in these alloys many martensites differing
from the thermally induced one can be formed under
stress [83]. This seems to suggest that the lattice soften-
ing of the parent phase should contain the information
about several possible martensite candidates, not just
the one that forms thermally. If this is true, it becomes
no longer surprising why the phonon dip does not

always predict the correct martensite structure, because
it may only tell the possible candidates, and the actual
martensite formed is determined not only by the
phonon softening (i.e. harmonic energy) but also by
anharmonic energy which cannot be directly ascer-
tained from the dispersion relation. Nagasawa et al.
[84,85] found that a specific combination of two inter-
planar force constants can reproduce the main features
(the shallow 1/3 dip) of the TA2 phonon dispersion of
Cu-based alloys and thus they concluded that the 1/3B
110\�11( 0� phonon dip is not a martensite precursor.
However, they admit that this conclusion is not appli-
cable to other alloys because it is of little doubt that
such a dip in other alloys (e.g. Au–Cd and Ti–Ni) is a
true precursor.

Another frequently reported precursor phenomenon
is the appearance of diffuse scattering in diffraction
pattern [86–88] and the corresponding real space im-
age: tweed [87,88]. First we would like to point out that
diffuse scattering or tweed does not generally exist in all
martensitic alloys. Diffuse scattering or tweed has not
been reported in some alloys undergoing strongly 1st
order MT, such as alkali metals and some ferrous
alloys (here we exclude those tweeds irrelevant to MT,
e.g. due to the decomposition of the parent phase). The
superlattice diffuse scattering is related to a ‘central-
mode’ [67], indicating the existence of static embryo
above transformation temperature. Such central-mode
has been found in 2nd order transformations and in
many weakly or moderately 1st order transformations,
but seems to be absent at least in some of the strongly
1st order MT such as in alkali metals and probably in
some ferrous alloys. It has also been reported that the
static precursor (central-mode) is absent in pure systems
without point defects [89]. This seems to suggest that
point defects may play a role in producing the diffuse
scattering or tweed. Until now no general explanation
of the existence or the absence of precursory diffuse
scattering/tweed is available, and more experimental
and theoretical work should be done.

6.4. Origin of the martensitic transformations

It is of interest to discuss the origin of MT, i.e. what
is the driving force for such a transformation? Al-
though it is still a subject of dispute, it seems that on
the level of lattice dynamics almost all different 1st
order MTs can find a common origin: 1st order MT is
driven dominantly by phonon entropy difference be-
tween parent phase and martensite [90,91]. The parent
phase has higher vibrational entropy because its low-ly-
ing or soft phonon branch contributes significantly to
the entropy of the system. On the contrary, stiffer
martensite has lower vibrational entropy due to its
higher phonon energy. As a result, a transformation
from a high entropy state (parent phase) to a low
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entropy state (martensite) will definitely occur at some
temperature (usually not very high), according to the
basic principle of thermodynamics that a low entropy
state is favored at low temperatures and a high entropy
state is favored at high temperatures. Planes and
coworkers [92,93] have studied MT in Cu-based shape
memory alloys using elastic constant measurements and
calorimetry measurements. Their results also suggest a
dominant phonon contribution to entropy.

Nevertheless, if we want to know why phonons
soften in the parent phase, it appears that the possible
answer may vary from alloy to alloy. For example, it
has been suspected that many MTs can be caused by
certain electron effect, which can induce a phonon
anomaly through electron–phonon coupling [94]. How-
ever, MT in ferrous alloys or other magnetic alloys
certainly has a different origin: it is largely due to the
magnetic contribution. For example, there has been
some clear evidence indicating the softening in elastic
constants in Fe–Ni and Fe–Pt alloy can be ascribed to
the magnetoelastic coupling between magnetization and
phonons [95,96]. MT in Ni2MnGa also appears to have
a magnetic origin [97]. Therefore, it seems that the
microscopic origin of MTs may be diverse and depends
on specific alloy systems, although they can find a
general and unified phenomenological understanding in
terms of lattice dynamics and thermodynamics.

Ahlers [98] used a different phenomenological ap-
proach to study phase stability for b-phase alloys. He
applied conventional Bragg–Williams method to calcu-
late enthalpy of different phases, while using an empir-
ical relation to evaluate vibrational entropy change
during MT. By choosing suitable fitting parameters,
this treatment seems to give a reasonable fit to experi-
mental data. However, this model seems difficult to
apply to other alloys (e.g. Ti–Ni) because the empirical
relations may no longer be valid in that case.

7. Martensite aging and rubber-like behavior of
martensite

The origin of martensite aging and the associated
rubber-like behavior has been a long-standing puzzle
for alloys undergoing MT, and the martensite aging
effect is detrimental to the reliability of devices using
shape memory alloys because it causes an increase in
reverse transformation temperature (switching tempera-
ture). Therefore, understanding the origin of martensite
aging effect is of both fundamental and practical im-
portance. In view of the recent progress [99], we feel
that now we can give a general answer to the problem,
and as a consequence we can propose a guideline to
prevent the aging effect. Due to page limit, we can give
only a concise introduction of recent progress. The
interested reader may refer to recent reviews [100,101]
for details.

Fig. 11. Relationship among martensitic transformation, martensite
aging, martensite stabilization and rubber-like behavior. P and M
refer to the parent phase and the martensite, respectively [99].

Martensite aging phenomena include two closely re-
lated time-dependent effects after MT, as shown in Fig.
11 [102]. One is the so-called ‘martensite stabilization’,
by which martensite becomes more stable with aging,
such that the reverse transformation finish temperature
(Af) increases with aging time (Fig. 11(g)). Another is
the ‘rubber-like behavior (RLB)’, in which that marten-
site exhibits recoverable or pseudo-elastic deformation
behavior after being aged for some time (Fig. 11 (i)).
The most puzzling problem with the RLB is why there
should exist a restoring force, since martensite deforma-
tion involves only twinning and no phase transforma-
tion is involved, unlike that of superelasticity of the
parent phase (i.e. due to stress-induced martensitic
transformation). The central question concerning the
martensite aging effect is: ‘what is happening during
martensite aging which gives rise to stabilization and
the RLB?’

Many of previous studies on Cu-based alloys con-
cluded that some structure change in martensite during
aging is responsible for the aging effect. However,
martensites of these alloys are unstable (i.e. non-equi-
librium phases), and thus they have an inborn tendency
to decompose simultaneously during aging. Therefore,
the observed structure change may be just due to the
inadvertent decomposition (maybe partially), while ag-
ing itself may be independent of the decomposition.
Recent extensive experiments on stable or equilibrium
martensites Au–Cd [103–105] and Au–Cu–Zn [106]
(without the decomposition problem) proved that aging
develops even without any detectable change in average
martensite structure, as shown in Fig. 12. This seem-
ingly perplexing result is in fact very natural: the aver-
age structure of an equilibrium or stable phase is not
expected to depend on time (aging). Then the remaining
puzzle is how a significant change in mechanical prop-
erties and transformation behavior can be realized
without lending to average structure changes.
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A correct mechanism must explain all of the general
features of martensite aging listed below:
1. Aging is a time-dependent process.
2. Aging is not dependent on a change in the average

structure of martensite [99,103–106].
3. Aging appears even in single-variant martensite

where no variant (twin) boundary exists
[107,108,105].

4. Aging effect is sensitive to point defects [109,105].
5. Aging phenomena occur both in ordered and disor-

dered martensites.
6. Aging phenomena do not rely on the specific struc-

ture of martensite (i.e. aging can occur in any
martensite).

None of the previous models completely explained all
of the above features. The boundary pinning model
[110] failed to explain (3), and long-range ordering
(LRO) models (i.e. change of LRO during aging) by
Abu Arab and Ahlers [111] and by Tadaki et al. [112]
failed to explain (2), (5) and (6). Recent models by
Marukawa and Tsuchiya [113], Suzuki et al. [114] em-
phasize the role of short range ordering (SRO), which
was first proposed by Ahlers et al. [115]. Although this
is a step toward the correct goal, these models still fail
to explain all of the above features. For example,
Marukawa’s model, together with Ahlers’ model, can-
not explain (2) (5) and (6), while Suzuki’s model cannot
explain (2) and requires an excessive amount of point
defects (:10%). The problem with these SRO models
is that they define SRO in such a way that it is closely
connected to LRO (i.e. average structure). As a result,
the change in SRO will simultaneously cause a corre-
sponding change in LRO, and thus these SRO can be
viewed as different versions of LRO models. However,
they contradict the experimental fact (2).

Fig. 13. Symmetry-conforming short-range order mechanism of
martensite aging phenomena [99]. The illustrations show the statisti-
cal atomic configuration (conditional probabilities around an A
atom) of an imperfectly ordered A–B alloy in, (a) equilibrium parent
phase; (b) martensite immediately after transformed from (a); (c)
equilibrium martensite; (d) stress-induced martensite variant (twin)
immediately formed from (c); (e) equilibrium state of the stress-in-
duced variant; and (f) parent immediately transformed from (c),
respectively. P: the parent phase, and M: martensite. P i

B (or P i
A) is

the conditional probability of B atom (or A atom) occupying i-site
(i=1, 2, 3, ..., 8) if an A atom is at 0-site. The relative values of P i

B

and P i
A are indicated by the black and gray areas, respectively.

Very recently Ren and Otsuka [99] proposed a gen-
eral model to explain the origin of martensite aging.
They suggested that the aging phenomena stem from a
general tendency that the symmetry of short-range or-
der configurations of point defects tries to conform or
follow the symmetry of the crystal. This is named
symmetry-conforming short-range order principle (or
SC-SRO principle) of point defects, and is applicable to
any crystal containing point defects.

The SC-SRO principle gives a general and simple
explanation to the aging phenomena. Fig. 13.a shows a
two-dimensional A–B binary imperfectly ordered parent
phase with 4-fold symmetry. (The same idea is applica-
ble to any 3-D martensite). Because of the 4-fold sym-
metry of the structure, the probability of finding a B
atom about the A atom (or B atom) must possess the
same 4-fold symmetry according to SC-SRO principle,
i.e. P1

B=P2
B=P3

B=P4
B, and P5

B=P6
B=P7

B=P8
B etc.,

where Pi
B (i=1, 2, 3, ...) are conditional probabilities,

as defined in Fig. 13.
When the parent phase shown in Fig. 13a transforms

diffusionlessly into martensite, all the probabilities must
remain unchanged despite the symmetry change, as
shown in Fig. 13b. That is, P1

B=P2
B=P3

B=P4
B, and

P5
B=P6

B=P7
B=P8

B etc. However, this high-symmetry
configuration is no longer a stable configuration for the
lower symmetry martensite structure according to the
SC-SRO principle. Then during aging, such a configu-
ration gradually changes into a stable one that con-
forms to martensite symmetry, as shown in Fig. 13c.
Because the equilibrium martensite structure should be
maintained (for stable martensite), this process pro-

Fig. 12. X-ray profiles of (242) Bragg reflection of Au–47.5at%Cd
martensite after aging for short (1.15 h) and long (28.45 h) time,
respectively (After Ohba, Otsuka, Sasaki [103]). No change in peak
position and intensity is found, except for a slight change in the
symmetry of the peak. Such a change can find an explanation in the
SC–SRO mechanism [99].
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ceeds by atomic rearrangement or relaxation within the
same sublattice. This is the only way that a martensite
can lower its free energy without altering the average
structure (equilibrium phase).

When the stabilized (or aged) martensite (Fig. 13c) is
deformed, it changes into another variant (i.e. twin) as
a result of the accommodation of the strain. Because
this twinning process is also diffusionless, the atomic
occupation probabilities shown in Fig. 13c is inherited
to the new variant, as shown in Fig. 13d. Such a
configuration, however, is not the stable one for the
new variant, which is shown in Fig. 13e. Therefore, a
driving force that tries to restore the original variant
(Fig. 13c) engenders. When the external stress is re-
leased immediately after the loading, this restoring
force reverts the new variant (Fig. 13d) to the original
one (Fig. 13c) by de-twinning. This is the origin of the
rubber-like behavior.

When the stabilized martensite (Fig. 13c) is heated up
and transforms back (diffusionlessly) into the parent,
the stable SRO configuration for the martensite is
inherited into the parent (Fig. 13f). From the above-
mentioned symmetry-conforming principle of SRO, it is
obvious that Fig. 13f is not a stable configuration for
the parent. From a thermodynamic point of view, this
corresponds to an increased reverse transformation
temperature. This is the origin of martensite
stabilization.

The SC-SRO model can be easily extended into
disordered alloys by considering the existence of only
one sublattice. In this case, the present model reduces
to Christian’s model [116], which was later elaborated
by Otsuka and Wayman [117]. This model explained
the rubber-like elasticity in disordered alloys such as
In–Tl.

The largest advantage of the SC-SRO model com-
pared with previous models is its generality. It not only
explains why aging does not need a change of average
structure of martensite, but also unified the origin of
aging effect for both ordered and disordered marten-
sites. It is also applicable to any martensite because it is
only related with crystal symmetry, not the structure
details of martensite or parent phase. The generality of
the model lies in that it makes use of only two general
features of martensitic transformation and aging: diffu-
sionless symmetry-change upon martensitic transforma-
tion (without relying on specific martensite structure),

and (short-range) diffusion of point defects during ag-
ing. In line with this reasoning, it can be deduced that
the existence of point defects and possibility of diffu-
sion in martensite are two necessary conditions for
aging phenomena. The existence of point defects is
generally satisfied by alloys, but the possibility of diffu-
sion in martensite depends on the reduced martensitic
transformation temperature Ms/Tm, where Ms and Tm

are martensitic transformation start temperature and
melting point of alloy. The higher this reduced temper-
ature is, the faster diffusion in martensite becomes. If
this value is too low, aging phenomena are too slow to
be observed; if this value is too high, aging is so fast
that aging actually completes immediately after the
martensitic transformation, thus the time-dependence
of aging may not be observed. As shown in Table 1
[100], Ti–Ni alloy belongs to the former case, and
In–Tl belongs to the latter. Other shape memory alloys
are in-between. Thus, this gives an answer to an impor-
tant problem as to why some alloys show a strong
aging effect while others show little. From Table 1, we
can see that a low Ms/Tm ratio (B0.2) is necessary in
order to avoid the aging effect. It is an important
guideline to design SMAs without the unwanted aging
effect.

From the above we can see that point defects in
shape memory alloys play a central role in determining
martensite aging effects. However, many investigations
neglected an important fact: most shape memory alloys
are in fact ordered alloys or intermetallics, and the
defect structure and concentration is quite different
from that in pure metals or disordered alloys [118].
Therefore, information on the defect structures and
concentrations is important for a deep understanding of
the effect of defects on aging. Otsuka et al. [119]
measured the composition dependence of the defect
concentration of Au–Cd alloys and found a strong
correlation between RLB and defect concentration.
Their result supports the SC-SRO mechanism of
martensite aging.

8. Martensite and deformation

Martensite and deformation have a close relation in
various respects, since stress affects the free energies of
parent and martensite, and MT itself and twinning in

Table 1
Relationship between the reduced martensitic transformation temperature Ms/Tm and the rate of martensite aging (RLB) at room temperature
[100]

Alloy Ti–Ni Cu–Al–Ni Au–Cd In–TlCu–Zn–Al

:0.19Ms/Tm :0.23 0.50–0.79:0.34:0.27
B1 s:0.5 h:5 h:10 months:� (i.e. no aging effect)Aging time for RLB at R.T.
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martensite act as deformation modes under an applied
stress. Typical cases are the shape memory effect and
superelasticity. The two-way memory effect and ‘train-
ing’ are the results of the interaction of residual strains
and MT. The effect of deformation on the Ms tempera-
ture has been known for a long time. In this section, we
will pick up two rather recent topics in this respect.

When we use SMA for actuator applications, we
need a MT with a small temperature hysteresis. How-
ever, when we use SMA for coupling applications, a
transformation with a larger temperature hysteresis is
desirable in order to store a deformed coupling before
joining at ambient temperature. In the course of the
study of SMA for couplings, Melton et al. [120–122]
found that the pre-deformation of martensites in Ti–
Ni–Nb alloys remarkably increases the As temperature,
As increasing with increasing pre-deformation, and this
As increase annihilates, once the specimen is subjected
to the reverse transformation by heating. This peculiar
phenomenon was analyzed by Piao et al. [123] as
follows, and it was shown that the phenomenon is
characteristic not only of Ti–Ni–Nb but also of other
thermoelastic alloys.

It is well-known that elastic energy is stored during
thermoelastic MT. More specifically, Olson and Cohen
[124] formulated the following equation for a thermo-
dynamic equilibrium between a martensite plate and the
surrounding parent phase:

Dgch+2Dgel=0,

where Dgch=gM−gP is the chemical free energy be-
tween parent and martensite, and Dgel is the elastic
strain energy stored around the martensite plate. The
above equation means that half of the chemical free
energy change is stored as the elastic energy in the
specimen during the forward transformation. This elas-
tic energy is expected to resist the forward transforma-
tion, and to assist the reverse transformation. That is,
in the actual materials the As temperature is lowered
from that of the material itself because of the presence
of the elastic energy. Thus, if we release the elastic
energy by some means, we can expect to increase the Af

temperature toward that of the material itself. This is
the essence of Piao et al.’s idea. To prove the idea, they
carried out a simple experiment using a Cu–Al–Ni
single crystal. Fig. 14 shows resistance vs. temperature
curve in cooling–heating cycles. (a) represents such a
cycle without deformation. In (b) the specimen was
cooled below Mf (martensite finish temperature) first,
and was then tensile tested until the end of the 1st stage
of the stress–strain curve, and was then heated until the
reverse transformation occurred. Here we can clearly
see that As increased substantially by the pre-deforma-
tion in martensite. (c) represents the resistance vs. tem-
perature curve in the next cycle after the experiment in
(b). We notice that As returned to the original value in

Fig. 14. Electrical resistance vs. temperature curves of a Cu–13.8Al–
4.0Ni single crystal. (a) before tensile test, (b) first cycle after tensile
test, (c) after the cycle in (b) [123]. See text for details.

(a). The result of this experiment is easily explained as
follows. After the specimen was cooled below Mf, it is
in multi-variant state with many twins. By the applica-
tion of stress, these twins were eliminated by de-twin-
ning. Thus, strains were released from the surface of the
specimen, leading to the increase of As. In the third
cycle of (c), the specimen became a multi-variant state
again. Thus, As returned to the initial value in (a).
Thus, the behavior was explained completely by the
above idea. Similar experiments were carried out for
polycrystalline Ti–Ni alloys. In the case of polycrystals
strains can not be released from the surface of speci-
mens, since the constraints of grain boundaries are
present. In this case, strains are relaxed by the introduc-
tion of slip instead, but the behavior can be explained
in a similar manner. See the original paper for more
details. Thus, we have shown that the elastic energy
stored in thermoelastic transformation is responsible
for the As increase by pre-deformation in martensite.

The second topic concerns the shape memory behav-
ior and plastic deformation. The assessments of SME
performance are usually done by taking strain vs. tem-
perature curve under constant load as shown in Fig. 15,
which was taken for a solution-treated Ti–42Ni–8Cu
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alloy. In a cooling-heating cycle, the loop is closed if no
plastic strain is introduced in the cycle. However, if
permanent strain is introduced, a gap is made between
the initial line and the final line, as typically shown in
the upper top curve. The central problem here is when
the plastic strain is introduced. Probably people usually
think that the plastic strain is introduced in the forward
transformation, since the strain produced in the for-
ward transformation is larger than that in the reverse
transformation, as noted first by Liu and McCormic
[125]. However, Tan [126] showed by a simple experi-
ment that this is not correct.

Referring to Fig. 15, Tan carried out such an experi-
ment that in cooling–heating cycle, the load was elimi-
nated at various temperatures during heating. Thus, in
Fig. 15 the vertical arrows indicate strain relaxation
during the load elimination, and dotted lines strain
recovery by the virtue of SME in the absence of load.
Thus, the lowest curve indicates that if the load is
eliminated at temperatures below As, complete SME is
obtained. This means that the plastic strains are not
introduced in the forward transformation but in the
reverse transformation. This may be explained in the
following way. Since the martensites are formed under
load upon cooling, the load assists the forward trans-
formation, and thus resists the reverse transformation
of particular variants. Thus, the Af temperature under
load is increased compared to that without load, as
shown in the figure. This resistive force is equivalent to
the excess load for the specimen, which permits strain
by slip in the direction of the load. From the above
experiment it is clear that the permanent strain is
introduced in the reverse transformation.
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